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Why do we need Internet measurements?

Do we really have to?

• The network is well engineered

• Well documented protocols, mechanisms, . . .

• Everything built by humans

→ No unknowns (compare this to physics)

• In theory, we can know everything that is going on

→ No need for measurements?!

But:

• Distributed multi-domain network

→ Information only partially available

• Moving target
• Requirements change
• Growth, usage, structure changes

• Highly interactive system

• Heterogeneity in all directions

• The total is more than the sum of its pieces

• Built, driven, and used by humans

→ Errors, misconfigurations, flaws, failures, misuse, . . .

Active network measurements are an important research area to understand the Internet and interactions between all its
components.
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Why do we measure the network?

Network provider view

• Manage traffic
• Model reality
• Predict future
• Plan network
• Avoid bottlenecks in advance

• Reduce cost

• Accounting

Service provider view

• Get information about clients

• Adjust service to demands

• Reduce load on servers

• Accounting

Client view

• Get the best possible service

• Do I get what I paid for?

Security view

• Detect malicious traffic

• Detect malicious hosts

• Detect malicious networks

Researcher view

• Understand the Internet better

• Could our new routing algorithm handle all this real-
world traffic?

• . . .
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Tools
Ping

• Checks if host is reachable, alive

• Uses ICMP echo request/reply

• Copy packet data request reply

PING net . i n . tum . de (131 .159 .15 .24 ) : 56 data bytes
64 bytes from 131.159.15.24: icmp_seq=0 t t l =63 t ime =4.033 ms
64 bytes from 131.159.15.24: icmp_seq=1 t t l =63 t ime =13.310 ms
64 bytes from 131.159.15.24: icmp_seq=2 t t l =63 t ime =58.955 ms
64 bytes from 131.159.15.24: icmp_seq=3 t t l =63 t ime =7.143 ms
^C
−−− net . i n . tum . de ping s t a t i s t i c s −−−
4 packets t ransmi t ted , 4 packets received , 0.0% packet loss
round− t r i p min / avg /max / stddev = 4.033/20.860/58.955/22.246 ms

Listing 1: Sample output of ping
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Tools
Traceroute

• Allows to follow path taken by packet

• Send UDP/TCP/. . . packets with increasing TTL to (unlikely) port

• ICMP replies: ‘time exceeded’; last ICMP message: ‘port unreachable’

$ t race rou te gaia . cs . umass . edu
1 s c y l l a (131.159.20 .11) 4.263 ms 2.531 ms 2.162 ms
2 nz−bb−net . i n f o r m a t i k . tu −muenchen . de (131.159.252.149) 6.124 ms 15.174 ms 3.546 ms
3 nz−csr1 −kw5−bb1 . i n f o r m a t i k . tu −muenchen . de (131.159.252.2) 2.925 ms 4.234 ms 3.033 ms
4 v l −3010. csr1 −2wr . l r z . de (129.187.0 .149) 5.082 ms 3.387 ms 4.694 ms
5 cr −gar1 −be2−147.x−win . dfn . de (188 .1 .37 .89 ) 3.254 ms 3.274 ms 2.967 ms
6 cr − f ra2 −hundredgige0 −0−0−3.x−win . dfn . de (188.1 .144.253) 13.139 ms 12.260 ms 15.702 ms
7 dfn .mx1 . f r a . de . geant . net (62 .40 .124.217) 11.365 ms 11.716 ms 16.314 ms
8 ae1 .mx1 . gen . ch . geant . net (62 .40 .98 .108) 19.889 ms 26.193 ms 19.661 ms
9 ae4 .mx1 . par . f r . geant . net (62 .40 .98 .152) 28.465 ms 27.664 ms 29.365 ms

10 et −3−1−0.102. r tsw . newy32aoa . net . i n t e r n e t 2 . edu (198.71 .45 .236) 104.199 ms 104.173 ms 109.925 ms
11 nox300gw1−i2 −re . nox . org (192 .5 .89 .221) 111.437 ms 110.232 ms 109.370 ms
12 umass−re −nox300gw1 . nox . org (192 .5 .89 .102) 113.755 ms 115.848 ms 110.634 ms
13 core1 − r t −xe−0−0−0.gw . umass . edu (192.80 .83 .101) 118.469 ms 119.070 ms 114.279 ms
14 lg rc − r t −106−8−po−10.gw . umass . edu (128.119.0 .233) 111.948 ms 111.992 ms 111.616 ms
15 128.119.3.32 (128 .119 .3 .32) 112.194 ms 124.315 ms 111.624 ms
16 nscs1bbs1 . cs . umass . edu (128.119.240.253) 114.384 ms 166.509 ms 113.220 ms
17 gaia . cs . umass . edu (128.119.245.12) 130.574 ms ! Z 114.883 ms ! Z 116.865 ms ! Z

Listing 2: Sample output of traceroute
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Tools
Traceroute

Traceroute: possible anomalies due to load balancing

TTL=3

TTL=4
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Tools
Load balancing
Per Connection Load balancing:

• Hash consistently and use packet headers as random values
• Packets from same TCP connection yield same hash value
• No reordering within one TCP connection
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Tools
Paris Traceoute

Idea: Vary header fields that are within the first 28 octets

• TCP: sequence number

• UDP: checksum field
• Requires manipulation of payload to ensure correctness of checksum

• ICMP: combination of ICMP identifier and sequence number

Experiment results

• Certain routers use first four octets after IP header combined with IP fields for load balancing

Still fails on per packet load balancing

• MDA [1] tries to cover this problem
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Tools
Further Traceroutes

There are further interesting traceroute tools, e.g.:

• yarrp [2]
• Stateless
• Highly parallel

• Scamper [3]
• All-in-one tool
• IPv4 & IPv6
• Built-in alias resolution

• MDA [1]
• Tries to identify all possible paths
• Crafts specific packets to find new paths
• Large overhead

• MDA-Lite [4]
• Optimized MDA implementation
• Trade off between performance and completeness
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Tools
Nmap

Open-source network mapping tool

• https://nmap.org/

• First version in 1997

Modes of operation:

• Host discovery

• Service detection

• OS detection

• Execution of custom scripts
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Tools
Nmap - Scanning Techniques

• TCP RAW socket scans with certain flags
• SYN: Find open ports
• NULL/FIN/Xmas:

• According to RFC 793 all packets without SYN, ACK, RST result in RST if port is closed, and no response if port is open
• NULL: No bit set
• FIN: Only FIN set
• Xmas: FIN+PUSH+URG

• ACK: Determine filtered/unfiltered ports in a firewall
• Window: Same as ACK, lists responses with Window > 0 in RST as open (implementation on certain firewalls)
• Maimon: Send FIN+ACK, according to RFC 793 all hosts should respond with RST, no matter if port is open or closed

• TCP connect scans

• ICMP ping scan

• UDP payload scan
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Tools
Nmap - Performance

Internet-wide scans using Nmap:

• Stateful scanning approach
• Nmap keeps state for every packet in transit
• Catch timeouts and send retry packets

• Performance
• Full scan from one system takes 10 days (4k IP addr/sec) [5]
• 25 Amazon EC2 instances → 25 hours (1.6k IP addr/sec) [6]
• Typically 1 packet sent and 1 packet received per IP addr
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Tools
ZMap

Adaptation of Nmap for Internet-wide scans

• https://zmap.io/

• Developed at the University of Michigan [7]

• First port-scanner to saturate 1 Gbit/s link: 1.4 Mpps

• Scan entire Internet in 45 minutes

• Later tweaked to saturate 10 Gbit/s link [8]: 14 Mpps
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Tools
ZMap

Internet-wide scans

• Use TCP SYN or UDP payload scan to find open ports

• Input randomization
• Pseudo-random number generator
• Based on multiplicative group of integers modulo p (232 + 15)
• Map 32-bit integer to IPv4 address

• Possible to use multiple worker nodes (shards) on different machines
• IP will only be scanned once in complete scan
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Tools
ZMap - Approach

Stateless scanning

• No state for sent packets kept

• Timeout detection not possible

• How to identify responses belonging to scan?
• Use IP ID = 54321
• Generate validation based on packet input (e.g. destination IP) using AES
• Store validation in packet which will be sent (e.g. in sequence number)
• Validate validation (e.g. sequence number – 1) in received packet
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Tools
ZMap - Approach

Separate send and receive threads using RAW sockets

• Use RAW socket to directly send and receive packets without kernel TCP stack

• No locking needed

• ZMap send and receive behavior:

ZMap

Scanning System

RAW send socket

RAW receive socket

Kernel

Internet

1. TCP SYN

TCP SYN ACK

TCP SYN

2. TCP SYN ACK

TCP Stack
3. TCP RST
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Tools
ZMap - Approach

Separate probe and output modules

• Probe modules
• Implement scanning technique
• E.g. TCP SYN, TCP SYN-ACK, UDP payload

• Output modules
• Implement processing and output of received responses
• E.g. IP address only, CSV, database
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Tools
ZMap - Additional Tools

ZMap is the basis of a large set of additional tools1:

• ZGrab
• Stateful application-layer scanner
• e.g. for HTTPS, SSH, BACNET

• ZDNS
• utility for fast DNS lookups

• ZCrypto
• TLS and X.509 library
• Certificate parsing and TLS handshake transcription

1
https://zmap.io/
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IPv4 ZMap Scans

State of the art:

• Full "0/0" scans

• Out of 4 B addresses only ~ 3.2 B are publicly reachable
• Excludes private, reserved or announced addresses

• Feasible with Nmap/ZMap
• ZMap scan rate: 20k IP addr/s → 37h

• ZMap only provides information whether the address is responsive
• e.g., an ICMP Ping is possible or a TCP Handshake

→ No information whether an actual service is available
• Protocol-specific scanners for stateful protocols are required

• Continuous scans to observe changes in the network and deployment
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IPv4 ZMap Scans

TCP Port Scan results:

• Conducted from a single vantage point

• First week of August 2022

Service Port Responsive

HTTP 80 63 185 323
HTTPS 443 55 797 463
CPE WAN Management 7547 43 118 258
SSH 22 25 612 566
SMTP 25 15 298 930
FTP 21 12 695 736
Alternative HTTP 8080 11 828 087
DNS 53 10 215 627
RDP 3389 8 135 255
Ephemeral Port 60000 7 332 835
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IPv4 ZMap Scans

Distribution across the Internet

• Based on /24 prefixes

• The smallest prefix routed on the Internet (within BGP)

Port 443:

0 50 100 150 200 250

Responsive Addresses per /24 Prefix

0.0
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IPv4 ZMap Scans

Distribution across the Internet

• Based on /24 prefixes

• The smallest prefix routed on the Internet (within BGP)

Port 80:
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IPv4 ZMap Scans

Distribution across the Internet

• Based on /24 prefixes

• The smallest prefix routed on the Internet (within BGP)

Port 60000:
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IPv4 ZMap Scans

Why are more than 90% of addresses responsive for some /24 prefixes?

• In some cases all addresses are used by individual servers.

• But other reasons can potentially be:

• Tarpits
• Each address is responsive to slow down scanners

• Proxies/Middleboxes
• Devices terminate TCP handshakes for all addresses
• Decide whether to drop or where to route traffic depending on higher layer services

• CDNs, e.g., Cloudflare’s addressing agility approach [9]
• This technique decouples IP addresses from domain names and services.
• The authoritative name server can select the addresses in the query response from a full prefix.
• Used for on-demand, flexible load balancing.

Internet-wide Measurements — Introduction 25



IPv4 ZMap Scans

Why are more than 90% of addresses responsive for some /24 prefixes?

• In some cases all addresses are used by individual servers.

• But other reasons can potentially be:

• Tarpits
• Each address is responsive to slow down scanners

• Proxies/Middleboxes
• Devices terminate TCP handshakes for all addresses
• Decide whether to drop or where to route traffic depending on higher layer services

• CDNs, e.g., Cloudflare’s addressing agility approach [9]
• This technique decouples IP addresses from domain names and services.
• The authoritative name server can select the addresses in the query response from a full prefix.
• Used for on-demand, flexible load balancing.

Internet-wide Measurements — Introduction 25



IPv4 ZMap Scans

Why are more than 90% of addresses responsive for some /24 prefixes?

• In some cases all addresses are used by individual servers.

• But other reasons can potentially be:

• Tarpits
• Each address is responsive to slow down scanners

• Proxies/Middleboxes
• Devices terminate TCP handshakes for all addresses
• Decide whether to drop or where to route traffic depending on higher layer services

• CDNs, e.g., Cloudflare’s addressing agility approach [9]
• This technique decouples IP addresses from domain names and services.
• The authoritative name server can select the addresses in the query response from a full prefix.
• Used for on-demand, flexible load balancing.

Internet-wide Measurements — Introduction 25



IPv4 ZMap Scans

Why are more than 90% of addresses responsive for some /24 prefixes?

• In some cases all addresses are used by individual servers.

• But other reasons can potentially be:

• Tarpits
• Each address is responsive to slow down scanners

• Proxies/Middleboxes
• Devices terminate TCP handshakes for all addresses
• Decide whether to drop or where to route traffic depending on higher layer services

• CDNs, e.g., Cloudflare’s addressing agility approach [9]
• This technique decouples IP addresses from domain names and services.
• The authoritative name server can select the addresses in the query response from a full prefix.
• Used for on-demand, flexible load balancing.

Internet-wide Measurements — Introduction 25



Internet-wide Measurements

Introduction

Security Measurements

TLS

QUIC Measurements

BACnet

Passive Measurements

Impact of COVID-19 Pandemic on the Internet

Bibliography

Internet-wide Measurements 26



TLS

• TLS: Transport Layer Security
• SSL 3.0
• TLS 1.0
• TLS 1.1
• TLS 1.2
• TLS 1.3

• Security foundation for HTTPS, IMAPS, SMPTS, DoT, DoH, . . .

→ Evaluate TLS Deployment
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TLS

Certificate Scanning

• Methodology

1. Identify hosts offering TLS service (HTTPS, IMAPS,. . . )
2. Download certificate chains
3. Analyze and validate chains

• Challenges
• Targets (0/0?)
• Performance
• Evaluation metrics
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TLS

Certificate Scanning

Analysis of the TLS landscape [10]

• Active and passive measurements

1. Analyses of certificate chains
2. Expiry
3. Algorithms

• Conclusion:
• TLS landscape in sorry state (expired, no root cert, . . . )
• But: situation improves over time [11]
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TLS

Evolution of TLS Scanning

Holz et al. (2011) [10] Now

Targets • Alexa Top 1M • Full IPv4 & IPv6 hitlist

Server Name Indication (SNI) • Not used • Alexa Top 1M
• > 1000 TLD Zone files
• Reverse DNS

Software stack • Nmap • ZMap
• OpenSSL • Custom-built scanner

for TLS and HTTPS

Performance • Weeks for 1M hosts • Day(s) for complete
Internet (several hundert millions of hosts)

Frequency • Single measurements • Continuously running
measurement service
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TLS
TLS 1.3

New features in TLS 1.3

• 1-RTT handshakes by default
• Use presumed cipher suite selection

• 0-RTT handshake with resumption possible
• PSK for early data
• Forward secrecy after early data

• Privacy
• Client certificates are encrypted
• SNI not encrypted (RFC Draft for encrypted SNI in TLS 1.3)

• Grease mechanism
• Send random version data to increase robustness
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QUIC Measurements

Google introduces QUIC

First tracked IETF draft is published
and a dedicated working group is created

In "A First Look at QUIC in the Wild", Rüth et al. [12] report widespread deployment of Google
QUIC mainly by large providers

QUIC carries a third of Google traffic2

75 % of Facebook’s traffic is HTTP/3 and QUIC3

RFC9000 is released on May 27, 2021

2013

2016

2018

2020

1
https://blog.chromium.org/2020/10/chrome- is- deploying- http3- and- ietf- quic.html

2
https://engineering.fb.com/2020/10/21/networking- traffic/how- facebook- is- bringing- quic- to- billions/

3
https://hacks.mozilla.org/2021/04/quic- and- http- 3- support- now- in- firefox- nightly- and- beta/
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QUIC Measurements

As a new fundamental network protocol with widespread early adoption, QUIC requires early analysis and researchers tools to analyze QUIC
deployments.

→ We provided an Internet-wide measurement study shortly before the final RFC release [13]

Research Questions:

1. How can we detect QUIC deployments?

→ IPv4 + IPv6 ZMap modules
→ HTTPS DNS RR
→ HTTP ALT-SVC header

2. Who deploys QUIC?

3. Which QUIC versions are deployed?

4. Can we successfully connect to QUIC servers and analyze deployments?

→ We developed and published the QScanner, a highly parallelized stateful QUIC scanner
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QUIC Measurements
How can we detect QUIC deployments?

ZMap module:

• QUIC relies on UDP

→ ZMap needs to send valid QUIC packets

• Relies on the QUIC version negotiation
• Server responses should contain all supported versions
• No state is created at the server
• No computational expensive cryptography is necessary

• Requires no input (at least for IPv4)

• ZMap reports most addresses supporting the QUIC version negotiation
• Domains can be mapped to only 10 % of addresses

Scanned Results
Targets Addresses ASes Domains

ZMap
IPv4 3 023 298 514 2 134 964 4736 30 970 316
IPv6 24 434 296 210 997 1704 17 972 799
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QUIC Measurements
How can we detect QUIC deployments?

HTTPS DNS Resource Records

• Based on a new IETF draft [14]

• Specifies DNS resource records to provide service information
• Can include ALPN values indicating QUIC support
• simple.example 7200 IN HTTPS 1 . alpn=h3

• Requires domains to resolve

→ HTTPS DNS RRs results in the fewest amount of deployments

Scanned Results
Targets Addresses ASes Domains

HTTPS
IPv4

213 689 057
85 092 1287 2 962 708

IPv6 69 684 112 2 736 040
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QUIC Measurements
How can we detect QUIC deployments?

HTTP ALTSVC Headers

• HTTP header containing alternative service information
• Can include ALPN values indicating QUIC support
• alt-svc: h3=":443"; ma=86400, h3-29=":443"; ma=86400, h3-28=":443"; ma=86400, h3-27=":443"; ma=86400

• Requires HTTP(s) capable targets and scans

• ALT-SVC reveals the most domains with QUIC support

Scanned Results
Targets Addresses ASes Domains

ALT-SVC
IPv4 375 338 772 232 585 2174 36 907 770
IPv6 69 458 318 283 169 292 16 979 759
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QUIC Measurements
Who deploys QUIC?

To analyze who is involved in the deployment of QUIC, we analyzed originating ASes:

• Deployments are dominated by large providers

• ZMap results in addresses located in more than 4.7 k ASes

• HTTPS DNS Resource Records are strongly biased towards Cloudflare
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[IPv4] HTTPS [IPv4] ALT-SVC [IPv4] ZMap

ZMap
Rank Provider #IPv4 Addr. #Domains

1 Cloudflare 676 483 23 843 989
2 Google 510 450 6 006 547
3 Akamai 320 646 23 206
4 Fastly 232 776 938 649
5 Cloudflare London 23 489 61 979
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QUIC Measurements
Who deploys QUIC?

To analyze who is involved in the deployment of QUIC, we analyzed originating ASes:

• Deployments are dominated by large providers

• ZMap results in addresses located in more than 4.7 k ASes

• HTTPS DNS Resource Records are strongly biased towards Cloudflare
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[IPv4] HTTPS [IPv4] ALT-SVC [IPv4] ZMap

HTTPS DNS RR
Rank Provider #IPv4 Addr. #Domains

1 Cloudflare 71 278 2 887 327
2 DigitalOcean 969 1256
3 Google 719 1235
4 Amazon 709 814
5 OVH 708 1034
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QUIC Measurements
Who deploys QUIC?

To analyze who is involved in the deployment of QUIC, we analyzed originating ASes:

• Deployments are dominated by large providers

• ZMap results in addresses located in more than 4.7 k ASes

• HTTPS DNS Resource Records are strongly biased towards Cloudflare
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[IPv4] HTTPS [IPv4] ALT-SVC [IPv4] ZMap

ALT-SVC
Rank Provider #IPv4 Addr. #Domains

1 Cloudflare 78 033 19 286 420
2 OVH 14 011 1 691 721
3 GTS Telecom 8160 234 149
4 A2 Hosting 8068 858 932
5 DigitalOcean 6556 135 910
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QUIC Measurements
Which QUIC versions are deployed?

We regularly scanned with ZMap between February and May 2021:

• 50 % of found targets still supported Google QUIC versions

• More than 90 % supported the latest draft that should be de-
ployed (Draft-29)

• First deployments announced Version 1 even before the final
RFC release
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QUIC Measurements
Can we successfully connect to QUIC servers?

QScanner (https://github.com/tumi8/QScanner)

• Stateful scanner based on quic-go that conducts full handshakes

• Supports the latest drafts and Version 1

• Allows HTTP requests after successful handshakes

• Extracts widespread information:
• connection information
• TLS properties
• X.509 certificates
• HTTP headers

→ We are able to successfully complete handshakes with more than 26 M targets
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QUIC Measurements

IPv4 (%)
no SNI SNI

Total Targets 2 M 17M

Success 7.25 76.06
Version Mismatch 8.83 5.77
Timeout 34.50 11.09
Crypto Error (0x128) 48.26 5.73
Other 1.16 1.35

• Low success rate without a server name identifier

• Version mismatches were mainly due to an iterative roll-out of IETF QUIC at
Google

• They do not occur in current scans

• Including the server name identifier drastically increases the success rate
• Addresses from ZMap without domains have to be treated carefully

Internet-wide Measurements — Security Measurements 40



QUIC Measurements
Can we identify different QUIC deployments based on configurations?

Servers share a set of QUIC Transport Parameters during the handshake:

• 17 different parameters exist, e.g.,
• initial size of the flow control window
• the maximum number of allowed streams

• A new TLS extension was defined to send transport parameters (see RFC9001)

→ The QScanner extracts server values

→ Can we identify different QUIC deployments based on configurations?
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QUIC Measurements
Can we identify different QUIC deployments based on configurations?
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Transport parameters differ within order of magnitudes

• We find 45 different parameter sets

• The most common set is used by Cloudflare and 15 additional ASes

• Three parameter sets are seen in more than 1000 ASes

• Two out of these are seen in combination with a single HTTP Server header value:
• proxygen-bolt

→ These targets are edge PoPs from Facebook and not set up by individuals

Internet-wide Measurements — Security Measurements 42



QUIC Measurements
Conclusion

→ Different means to detect QUIC deployments exist, each offering unique targets

→ Widespread deployment of QUIC can be found
• more than 2M addresses in 4700 ASes

→ The overall state was solid and ready for the RFC release
• 26 M targets result in successful handshakes
• More than 90 % of targets support the latest draft or version 1

→ Mainly driven by large providers
• We identified deployments in many ASes as edge PoPs of large providers
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BACnet

BACnet: Building Automation and Control Networks

• Used to control heating, solar panels, ventilation and other building automation aspects

• Unsolicited access can have real-world consequences
• Presence detection

→ Break into home
• Manipulate heating, water flow, . . .

• Security & safety critical protocol

→ evaluate BACnet deployment
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BACnet

BACnet Protocol:

• Simple UDP-based request-response protocol

• Default port: UDP/47808

• BACnet devices have properties (e.g. device name, temperature, heating level) which can be set and retrieved
• SingleProperty message
• MultiProperty message

• No security built in
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BACnet
Internet-wide BACnet scans [15]

• Conducted two Internet-wide scans (SingleProperty, MultiProperty)
• Found 13 k devices

• Evaluated deployment
• Vendors: Top 5 → ~65%
• ASes: Top 5 → 30%
• Countries → see figure
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BACnet
Internet-wide BACnet scans [15]

• Amplification attack vulnerability characteristics
• Stateless → UDP
• No authentication
• Larger response → client can choose returned property

• Amplification
• Factor of 10-30x possible
• Extreme example: Hwy 57; Located in the silver box on the electrical pole in front of Grove Primary Care Clinic. Pole 688
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BACnet
Summary

Active security measurements can help to improve the Internet‘s security

• Find insecure device and network configurations and notify affected parties

• Analyze deployment over time to observe remediation

• Find weaknesses in protocols

• Identify protocols vulnerable to amplification attacks before they are being exploited

Internet-wide Measurements — Security Measurements 48



Internet-wide Measurements

Introduction

Security Measurements

Passive Measurements

Impact of COVID-19 Pandemic on the Internet

Bibliography

Internet-wide Measurements 49



Passive Measurements

Methodology

• Observation of existing traffic using monitoring probes in the network

• Measurement of traffic volume, traffic composition, packet inter-arrival times

• Different levels of granularity
• Packet-level
• Flow-level
• Link-level
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Passive Measurements

Applications

• Traffic analysis
• Traffic engineering
• Anomaly detection

• Accounting
• Resource utilization
• Accounting and charging

• Security
• Intrusion detection
• Detection of prohibited data transfers (e.g., P2P applications)

• Research

Issues

• Protection of measurement data against illegitimate use (encryption, . . . )

• Applicable law (“lawful interception”, privacy laws, . . . )
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Passive Measurements
Flow-Level

• Network devices create flow data

• Flow data exported to a central collector

• Evaluate communication patterns
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Passive Measurements
Flow-Level
Export timeouts to trigger flow expiration

• Inactive timeout
→ export at the end of flow

• Active timeout
→ export periodically for long-lived flows

• Timeouts can be configured
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Passive Measurements
Flow Data

Flows describe packets which belong together

• E.g. all packets in a TCP connection, i.e. with same 5-tuple:
• Source IP Address
• Destination IP Address
• Transport Protocol
• Source Port
• Destination Port

• Various flow metrics can be generated
• Number of Packets
• Number of Bytes
• Duration
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Passive Measurements
IPFIX

IPFIX (IP Flow Information eXport) is a protocol to export flow data

• Open: defined by the IETF in RFCs (3917, 3955, 5103, 5153, 5470, 7011, 7012, 7014, 7015)

• Standard track protocol based on Cisco Netflow v5 - v9

• Extensible: Companies can add their own flow definitions and metrics

IPFIX format differentiates between

• Template Records

• Data Records

Design approach: separate flow metric definition from actual data

→ compact data format
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Passive Measurements
IPFIX Approach

• Flow definition
• NetFlow: Flows are always represented by IP 5-tuple
• IPFIX & Flexible NetFlow: Flows can have arbitrary flow keys

• Update statistic counters of appropriate flow for each arriving packet

• Whenever a flow is terminated its record is exported
• E.g. TCP FIN, TCP RST, timeout

• Sampling algorithms can reduce the number of flows to be analyzed
• E.g. update flow cache only for every 10,000th packet

• Transport protocol:
• SCTP must be implemented, TCP and UDP may be implemented
• SCTP should be used
• TCP may be used
• UDP may be used (with restrictions – congestion control!)
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Passive Measurements
IPFIX - Terminology

IP Traffic Flow

• A flow is defined as a set of IP packets passing an observation point in the network during a certain time interval.

• All packets belonging to a particular flow have a set of common properties.

Observation Point

• The observation point is a location in the network where IP packets can be observed.

• One observation point can be a superset of several other observation points.

Metering Process

• The metering process generates flow records.

• It consists of a set of functions that includes
• packet header capturing
• timestamping
• sampling
• classifying
• and maintaining flow records.
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Passive Measurements
IPFIX - Terminology

Flow Record

• A flow record contains information about a specific flow that was metered at an observation point.

• A flow record contains measured properties of the flow (e.g. the total number of bytes of all packets of the flow) and usually also
characteristic properties of the flow (e.g. the source IP address).

Exporting Process

• The exporting process sends flow records to one or more collecting processes.

• The flow records are generated by one or more metering processes.

Collecting Process

• The collecting process receives flow records from one or more exporting processes for further processing.
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Passive Measurements
Amplification Attack Detection

• Example for amplification attack: short UDP packet with DNS request and spoofed IP packet resulting in large response

• Amplification attacks can have drastic effect on network availability

• Goal: Detect amplification attacks at the amplifier [16]

• Use traffic characteristics to discern benign from amplification traffic

• Many protocols can be abused for this type of attack [17]
• Network services (NTP, SNMP, SSDP and NetBios)
• Legacy services (CharGen and QOTD)
• P2P networks (BitTorrent and Kademlia)
• Game servers (Quake 3 and Steam)
• P2P-based botnets
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Passive Measurements
Amplification Attack Detection

Detect amplification attacks at the amplifier [16]
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Passive Measurements
Amplification Attack Detection

Detect amplification attacks at the amplifier [16]

Detection methodology

• Amplification factor
• Attacker sends packets that generate larger response than request

→ Asymmetric traffic can be indicator for amplification attack

• Packet size similarity
• Attacker sends few variations of packets that are sure to create large amplification factor → similar length

→ Similar packet sizes can be indicator for amplification attack

• Payload similarity
• Attacker sends few variations of packets that are sure to create large amplification factor → similar payload content

→ Similar payload can be indicator for amplification attack

• Unsolicited ICMP messages
• Victim does not expect amplification traffic

→ Backscatter ICMP can be indicator for amplification attack

• TTL measurements
• Path from attacker to amplifier ̸= path from amplifier to victim

→ Different path length can be indicator for amplification attack
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Passive Measurements
Amplification Attack Detection

Detect amplification attacks at the amplifier [16]

How can we compare payload similarity of packets within one
flow?

• Similar data has low entropy

• Compression determines entropy as a side product
• Repetitive data

→ highly compressible
• Different data

→ bad compression factor
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Passive Measurements
Amplification Attack Detection

Summary:

• Amplification Attack: Small request of spoofed traffic → large response sent to victim (DoS)

• Detection at amplifier allows to see request and response

• Flow data can help to tackle (performance & encryption) challenges

• Characteristics of flow data well suited to detect amplification traffic
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Impact of COVID-19 Pandemic on the Internet
Introduction

• Pandemic is a rare and special event

• Work from home and Stay at home orders posed challenges to the Internet

• Fundamental importance of the Internet and digitalization in general to these measures

• Expectation
• Increased load with abnormal patterns and access points
• Higher load on residential networks
• General higher load due to higher media consumption and video conferencing

• Overall the Internet managed to handle the traffic increase

Internet-wide Measurements — Impact of COVID-19 Pandemic on the Internet 65



Impact of COVID-19 Pandemic on the Internet
Introduction

• Pandemic is a rare and special event

• Work from home and Stay at home orders posed challenges to the Internet

• Fundamental importance of the Internet and digitalization in general to these measures

• Expectation
• Increased load with abnormal patterns and access points
• Higher load on residential networks
• General higher load due to higher media consumption and video conferencing

• Overall the Internet managed to handle the traffic increase

Internet-wide Measurements — Impact of COVID-19 Pandemic on the Internet 65



Impact of COVID-19 Pandemic on the Internet
Introduction

• Pandemic is a rare and special event

• Work from home and Stay at home orders posed challenges to the Internet

• Fundamental importance of the Internet and digitalization in general to these measures

• Expectation
• Increased load with abnormal patterns and access points
• Higher load on residential networks
• General higher load due to higher media consumption and video conferencing

• Overall the Internet managed to handle the traffic increase

Internet-wide Measurements — Impact of COVID-19 Pandemic on the Internet 65



Impact of COVID-19 Pandemic on the Internet
Motivation

• Google and Apple provided mobility reports based on their data

• What is the effect on the Internet?

Baden-Württemberg

Retail and recreation

-59%  compared to baseline

Supermarket and pharmacy

-11%  compared to baseline

Parks

-14%  compared to baseline

Public transport

-49%  compared to baseline

Workplaces

-31%  compared to baseline

Residential

+15%  compared to baseline

Bavaria
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-58%  compared to baseline

Supermarket and pharmacy

-9%  compared to baseline
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-9%  compared to baseline

Public transport

-50%  compared to baseline
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-32%  compared to baseline
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+15%  compared to baseline
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Google Mobility Report

https://www.google.com/covid19/mobility/

Apple Mobility Report

https://covid19.apple.com/mobility
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Impact of COVID-19 Pandemic on the Internet
IMC 2020

• Early research from IMC 20204

• Submission deadline was in begin of June 2020

• Presentations were in October 2020

• Four interesting papers on the topic:
• Feldmann et al., The Lockdown Effect: Implications of the COVID-19 Pandemic on Internet Traffic [18]
• Lutu et al., A Characterization of the COVID-19 Pandemic Impact on a Mobile Network Operator Traffic [19]
• Fontugne et al., Persistent Last-mile Congestion: Not so Uncommon [20]
• Böttger et al., How the Internet reacted to Covid-19 – A perspective from Facebook’s Edge Network [21]

4
https://conferences.sigcomm.org/imc/2020/
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The Lockdown Effect [18]
Weekend effect
Approach by Feldmann et al. [18]

• Compared traffic volume throughout the day on a Wednesday and a Saturday, pre and during lockdown

IMC ’20, October 27–29, 2020, Virtual Event, USA Feldmann et al.
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(a) ISP-CE: Hourly traffic increase and work-
day vs. weekend pattern for February 19
(Wed), February 22 (Sat), March 25 (Wed).
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(b) ISP-CE: Workday-like (bottom) vs.
weekend-like (top) January 1–June 24.
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(c) IXP-CE: Workday-like (bottom) vs.
weekend-like (top) January 1–June 24.

Figure 2: Drastic shift in Internet usage patterns for times of day and weekends/workdays.

mandated lockdowns, a large fraction of the population had to de-
pend on their residential Internet connectivity for work, education,
social activities, and entertainment. Unexpectedly, the Internet held
up to this unforeseen demand [63] with no reports of large scale
outages or failures in more developed countries. This unique phe-
nomenon allows us to observe changes that may be expected within
months or years in a matter of days.
COVID-19-induced weekly growth. We observe a significant
traffic evolution in 2020 at multiple Internet vantage points in
Figure 1. The COVID-19 outbreak reached Europe in late January
(week 4) and first lockdowns were imposed in mid March (starting
on week 11). Thus, we normalize weekly traffic volumes by the
median traffic volume of the first ten weeks of 2020 (pre-lockdown
period). We can clearly identify drastic changes in the data collected
at multiple and diverse vantage points (see Section 2 for details):
Traffic demands for broadband connectivity, as observed at an ISP
in Central Europe as well as at a major IXP in Central Europe and
an IXP in Southern Europe increased slowly at the beginning of
the outbreak and then more rapidly by more than 20% after the
lockdowns started. The traffic increase at the IXP at the US East
Coast trails the other data sources since the lockdown occurred
several weeks later. While we observe this phenomenon at the ISP
and IXP vantage points, one difference between them is that the
relative traffic increase at the IXP seems to persist longer while
traffic demand at the ISP decreases quickly towards May. This
correlates with the first partial opening of the economy, including
shop reopenings in this region in mid-April and further relaxations
including school openings in a second wave in May. Our findings
are aligned with the insights offered by mobility reports published
by Google [30] and the increased digital demand as reported by
Akamai [42, 43], Comcast [18], Google [31], Nokia Deepfield [36],
and TeleGeography [62].
Drastic shift in usage patterns. In light of the global COVID-19
pandemic a total growth of traffic is somewhat expected. More
relevant for the operations of networks is how exactly usage pat-
terns are shifting, e.g., , during the day or on different days of a
week. To this end, we show the daily traffic patterns at two of the
above mentioned vantage points in Figure 2. The Internet’s regular
workday traffic patterns are significantly different from weekend
patterns [33, 38, 59]. On workdays, traffic peaks are concentrated
in the evenings, see Figure 2a. For instance, Wed., February 19 vs.
Sat., February 22, 2020: With the pandemic lockdown in March, this
workday traffic pattern shifts towards a continuous weekend-like

pattern, as can be seen in the daily pattern for Mar. 25, 2020 in Fig-
ure 2a. More specifically, we call a traffic pattern a workday pattern
if the traffic spikes in the evening hours and a weekend pattern if
its main activity gains significant momentum from approximately
9:00 to 10:00 am. For our classification, we use labeled data from
late 2019 and use an aggregation level of 6 hours. Then, we apply
this classification to all available days in 2020. Figures 2b and 2c
show the normalized traffic for days classified as weekend-like on
the top and for workday-like on the bottom. If the classification
is in line with the actual day (workday or weekend) the bars are
colored blue, otherwise they are colored in orange. We find that up
to mid-March, most weekend days are classified as weekend-like
days and most workdays as workday-like days. The only exception
is the holiday period at the beginning of the year in Figure 2c. This
pattern changes drastically once the confinement measures are
implemented: Almost all days are classified as weekend-like. This
change persists in Figure 2c until the end of June due to the vaca-
tion period, which is consistent with the behavior observed in 2019
(not shown). In contrast, Figure 2b shows that the shift towards a
weekend-like pattern becomes less dominant as countermeasures
were relaxed in mid-May.

These observations raise the question of the cause for this signif-
icant traffic growth and shift in patterns, given that many people
are staying at home for all purposes, e.g., working from home, re-
mote education, performing online social activities, or consuming
entertainment content. The increased demand in entertainment, e.g.,
video streaming or gaming, may imply an increase in hypergiant
traffic. This is in accordance with a statement by a commissioner
of the European Union which stated that major streaming compa-
nies reduced their video resolution to the standard definition from
March 19, 2020 onward [19, 48]. According to mainstream media,
some started to upgrade their services back to high definition or 4K
around May 12, 2020 [27]. Furthermore, the need for remote working
may imply an increased demand for VPN services, usage of video
conference systems, email, and cloud services.

In this paper, we study the effect that government-mandated
lockdowns had on the Internet by analyzing network data from a
major Central European ISP (ISP-CE), three IXPs located in Central
Europe, Southern Europe, and the US East Coast, and an Spanish
educational network (EDU). This enables us to holistically study
the effects of the COVID-19 pandemic both from the network edge
(ISP-CE/EDU) and the Internet core (IXPs). We find that:

2

Figure 2a by Feldmann et al. [18]
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The Lockdown Effect [18]
ISP Day Patterns

• They used the learned pattern and assigned each day a label
• Blue if the day matches the usual pattern (e.g. Sunday with weekend pattern)
• Orange if it does not match (Wednesday with weekend pattern)
• Data from a Central European ISP

IMC ’20, October 27–29, 2020, Virtual Event, USA Feldmann et al.

(a) ISP-CE: Hourly traffic increase and work-
day vs. weekend pattern for February 19
(Wed), February 22 (Sat), March 25 (Wed).
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(b) ISP-CE: Workday-like (bottom) vs.
weekend-like (top) January 1–June 24.

(c) IXP-CE: Workday-like (bottom) vs.
weekend-like (top) January 1–June 24.

Figure 2: Drastic shift in Internet usage patterns for times of day and weekends/workdays.

mandated lockdowns, a large fraction of the population had to de-
pend on their residential Internet connectivity for work, education,
social activities, and entertainment. Unexpectedly, the Internet held
up to this unforeseen demand [63] with no reports of large scale
outages or failures in more developed countries. This unique phe-
nomenon allows us to observe changes that may be expected within
months or years in a matter of days.
COVID-19-induced weekly growth. We observe a significant
traffic evolution in 2020 at multiple Internet vantage points in
Figure 1. The COVID-19 outbreak reached Europe in late January
(week 4) and first lockdowns were imposed in mid March (starting
on week 11). Thus, we normalize weekly traffic volumes by the
median traffic volume of the first ten weeks of 2020 (pre-lockdown
period). We can clearly identify drastic changes in the data collected
at multiple and diverse vantage points (see Section 2 for details):
Traffic demands for broadband connectivity, as observed at an ISP
in Central Europe as well as at a major IXP in Central Europe and
an IXP in Southern Europe increased slowly at the beginning of
the outbreak and then more rapidly by more than 20% after the
lockdowns started. The traffic increase at the IXP at the US East
Coast trails the other data sources since the lockdown occurred
several weeks later. While we observe this phenomenon at the ISP
and IXP vantage points, one difference between them is that the
relative traffic increase at the IXP seems to persist longer while
traffic demand at the ISP decreases quickly towards May. This
correlates with the first partial opening of the economy, including
shop reopenings in this region in mid-April and further relaxations
including school openings in a second wave in May. Our findings
are aligned with the insights offered by mobility reports published
by Google [30] and the increased digital demand as reported by
Akamai [42, 43], Comcast [18], Google [31], Nokia Deepfield [36],
and TeleGeography [62].
Drastic shift in usage patterns. In light of the global COVID-19
pandemic a total growth of traffic is somewhat expected. More
relevant for the operations of networks is how exactly usage pat-
terns are shifting, e.g., , during the day or on different days of a
week. To this end, we show the daily traffic patterns at two of the
above mentioned vantage points in Figure 2. The Internet’s regular
workday traffic patterns are significantly different from weekend
patterns [33, 38, 59]. On workdays, traffic peaks are concentrated
in the evenings, see Figure 2a. For instance, Wed., February 19 vs.
Sat., February 22, 2020: With the pandemic lockdown in March, this
workday traffic pattern shifts towards a continuous weekend-like

pattern, as can be seen in the daily pattern for Mar. 25, 2020 in Fig-
ure 2a. More specifically, we call a traffic pattern a workday pattern
if the traffic spikes in the evening hours and a weekend pattern if
its main activity gains significant momentum from approximately
9:00 to 10:00 am. For our classification, we use labeled data from
late 2019 and use an aggregation level of 6 hours. Then, we apply
this classification to all available days in 2020. Figures 2b and 2c
show the normalized traffic for days classified as weekend-like on
the top and for workday-like on the bottom. If the classification
is in line with the actual day (workday or weekend) the bars are
colored blue, otherwise they are colored in orange. We find that up
to mid-March, most weekend days are classified as weekend-like
days and most workdays as workday-like days. The only exception
is the holiday period at the beginning of the year in Figure 2c. This
pattern changes drastically once the confinement measures are
implemented: Almost all days are classified as weekend-like. This
change persists in Figure 2c until the end of June due to the vaca-
tion period, which is consistent with the behavior observed in 2019
(not shown). In contrast, Figure 2b shows that the shift towards a
weekend-like pattern becomes less dominant as countermeasures
were relaxed in mid-May.

These observations raise the question of the cause for this signif-
icant traffic growth and shift in patterns, given that many people
are staying at home for all purposes, e.g., working from home, re-
mote education, performing online social activities, or consuming
entertainment content. The increased demand in entertainment, e.g.,
video streaming or gaming, may imply an increase in hypergiant
traffic. This is in accordance with a statement by a commissioner
of the European Union which stated that major streaming compa-
nies reduced their video resolution to the standard definition from
March 19, 2020 onward [19, 48]. According to mainstream media,
some started to upgrade their services back to high definition or 4K
around May 12, 2020 [27]. Furthermore, the need for remote working
may imply an increased demand for VPN services, usage of video
conference systems, email, and cloud services.

In this paper, we study the effect that government-mandated
lockdowns had on the Internet by analyzing network data from a
major Central European ISP (ISP-CE), three IXPs located in Central
Europe, Southern Europe, and the US East Coast, and an Spanish
educational network (EDU). This enables us to holistically study
the effects of the COVID-19 pandemic both from the network edge
(ISP-CE/EDU) and the Internet core (IXPs). We find that:

2

Figure 2b by Feldmann et al. [18]
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The Lockdown Effect [18]
IXP Day Patterns

• Same approach as before from a Central European IXP

IMC ’20, October 27–29, 2020, Virtual Event, USA Feldmann et al.

(a) ISP-CE: Hourly traffic increase and work-
day vs. weekend pattern for February 19
(Wed), February 22 (Sat), March 25 (Wed).

(b) ISP-CE: Workday-like (bottom) vs.
weekend-like (top) January 1–June 24.
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(c) IXP-CE: Workday-like (bottom) vs.
weekend-like (top) January 1–June 24.

Figure 2: Drastic shift in Internet usage patterns for times of day and weekends/workdays.

mandated lockdowns, a large fraction of the population had to de-
pend on their residential Internet connectivity for work, education,
social activities, and entertainment. Unexpectedly, the Internet held
up to this unforeseen demand [63] with no reports of large scale
outages or failures in more developed countries. This unique phe-
nomenon allows us to observe changes that may be expected within
months or years in a matter of days.
COVID-19-induced weekly growth. We observe a significant
traffic evolution in 2020 at multiple Internet vantage points in
Figure 1. The COVID-19 outbreak reached Europe in late January
(week 4) and first lockdowns were imposed in mid March (starting
on week 11). Thus, we normalize weekly traffic volumes by the
median traffic volume of the first ten weeks of 2020 (pre-lockdown
period). We can clearly identify drastic changes in the data collected
at multiple and diverse vantage points (see Section 2 for details):
Traffic demands for broadband connectivity, as observed at an ISP
in Central Europe as well as at a major IXP in Central Europe and
an IXP in Southern Europe increased slowly at the beginning of
the outbreak and then more rapidly by more than 20% after the
lockdowns started. The traffic increase at the IXP at the US East
Coast trails the other data sources since the lockdown occurred
several weeks later. While we observe this phenomenon at the ISP
and IXP vantage points, one difference between them is that the
relative traffic increase at the IXP seems to persist longer while
traffic demand at the ISP decreases quickly towards May. This
correlates with the first partial opening of the economy, including
shop reopenings in this region in mid-April and further relaxations
including school openings in a second wave in May. Our findings
are aligned with the insights offered by mobility reports published
by Google [30] and the increased digital demand as reported by
Akamai [42, 43], Comcast [18], Google [31], Nokia Deepfield [36],
and TeleGeography [62].
Drastic shift in usage patterns. In light of the global COVID-19
pandemic a total growth of traffic is somewhat expected. More
relevant for the operations of networks is how exactly usage pat-
terns are shifting, e.g., , during the day or on different days of a
week. To this end, we show the daily traffic patterns at two of the
above mentioned vantage points in Figure 2. The Internet’s regular
workday traffic patterns are significantly different from weekend
patterns [33, 38, 59]. On workdays, traffic peaks are concentrated
in the evenings, see Figure 2a. For instance, Wed., February 19 vs.
Sat., February 22, 2020: With the pandemic lockdown in March, this
workday traffic pattern shifts towards a continuous weekend-like

pattern, as can be seen in the daily pattern for Mar. 25, 2020 in Fig-
ure 2a. More specifically, we call a traffic pattern a workday pattern
if the traffic spikes in the evening hours and a weekend pattern if
its main activity gains significant momentum from approximately
9:00 to 10:00 am. For our classification, we use labeled data from
late 2019 and use an aggregation level of 6 hours. Then, we apply
this classification to all available days in 2020. Figures 2b and 2c
show the normalized traffic for days classified as weekend-like on
the top and for workday-like on the bottom. If the classification
is in line with the actual day (workday or weekend) the bars are
colored blue, otherwise they are colored in orange. We find that up
to mid-March, most weekend days are classified as weekend-like
days and most workdays as workday-like days. The only exception
is the holiday period at the beginning of the year in Figure 2c. This
pattern changes drastically once the confinement measures are
implemented: Almost all days are classified as weekend-like. This
change persists in Figure 2c until the end of June due to the vaca-
tion period, which is consistent with the behavior observed in 2019
(not shown). In contrast, Figure 2b shows that the shift towards a
weekend-like pattern becomes less dominant as countermeasures
were relaxed in mid-May.

These observations raise the question of the cause for this signif-
icant traffic growth and shift in patterns, given that many people
are staying at home for all purposes, e.g., working from home, re-
mote education, performing online social activities, or consuming
entertainment content. The increased demand in entertainment, e.g.,
video streaming or gaming, may imply an increase in hypergiant
traffic. This is in accordance with a statement by a commissioner
of the European Union which stated that major streaming compa-
nies reduced their video resolution to the standard definition from
March 19, 2020 onward [19, 48]. According to mainstream media,
some started to upgrade their services back to high definition or 4K
around May 12, 2020 [27]. Furthermore, the need for remote working
may imply an increased demand for VPN services, usage of video
conference systems, email, and cloud services.

In this paper, we study the effect that government-mandated
lockdowns had on the Internet by analyzing network data from a
major Central European ISP (ISP-CE), three IXPs located in Central
Europe, Southern Europe, and the US East Coast, and an Spanish
educational network (EDU). This enables us to holistically study
the effects of the COVID-19 pandemic both from the network edge
(ISP-CE/EDU) and the Internet core (IXPs). We find that:

2

Figure 2c by Feldmann et al. [18]
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The Lockdown Effect [18]
Hypergiants

Definition

• Originally called so by Arbor networks

• First defined by Labovitz et al. [22]

• Describes companies which generate a disproportionate share of the traffic (high outbound traffic ratios)

• E.g. Google, Netflix, Cloudflare, Akamai
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The Lockdown Effect [18]
Hypergiants traffic

Analysis by Feldmann et al. [18]

• Used NetFlow and IPFIX data to analyze
traffic of hypergiants

• No difference between the four categories
until lockdown

• Increase of hypergiants by 40 %

• Other ASes increase by about 60 %

The Lockdown Effect: Implications of the COVID-19 Pandemic on Internet Traffic IMC ’20, October 27–29, 2020, Virtual Event, USA
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(a) Hypergiants

01
-01

01
-13

01
-27

02
-10

02
-24

03
-09

03
-23

04
-06

04
-20

05
-04

05
-18

06
-01

06
-15

06
-29

:eeN

0.8

1.0

1.2

1.4

1.6

1.8

1o
rm

al
ize

d 
Wra

ffi
c 

vo
lu

m
e :eeNend:  09:00-16:59

:eeNend:  17:00-24:00
:orNday:   09:00-16:59
:orNday:   17:00-24:00

(b) Other ASes

Figure 4: ISP-CE: Normalized daily traffic growth for hypergiants vs. other ASes across time.

fluctuations during weekends mornings starting around the end of
April—they can be also observed in 2019 (not shown).

A plausible explanation for the increase of daily traffic volumes
in this vantage point are family members being forced to continue
their professional and educational activities from home. Yet, the de-
mand for entertainment content—mainly video streaming—explains
the increase in traffic volume associated with hypergiants, many
of which offer such services. The increase in traffic by the other
ASes has more facets and it requires a more thorough analysis that
incorporates traffic classification methods. Before doing that, the
next subsections investigate the impact that these ASes have on
parts of the infrastructure of some of our vantage points.

3.3 Link Utilization Shifts
We analyze to which extent the observed changes are reflected in
our link utilization dataset to assess how many networks suffer
changes in their traffic characteristics. For this, we look at changes
in relative link utilization between the base week in February and
the selected week in March. We choose IXP-CE as reference van-
tage point as it houses the greatest variety of connected ASes, thus
allowing a more complete and meaningful analysis. Our dataset
reflects link capacity upgrades as well as customers switching to
PNIs. We plot the minimum, average and maximum link utiliza-
tion for all members at IXP-CE in Figure 5. Appendix B provides
additional figures comparing link utilization in other months.

Figure 5 shows a slight shift to the left during lockdown. This
denotes a tendency towards decreased link usage across many IXP
members which could be caused by link capacity upgrades or mem-
bers switching to PNIs in response to increased traffic demand [36].
It is important to note that increased link usage of a network can
be concealed by another network upgrading its port. However, the
main takeaway is that many of the non-hypergiant ASes show
changes in their link usage due to the lockdown-induced shifts in
Internet usage. To gain a better understanding of this phenome-
non, we reconsider the non-hypergiant ASes and their role in the
Internet for further analysis.

3.4 Remote-work Relevant ASes
Having observed that the relative increase in traffic during working
hours is more pronounced for non-hypergiants ASes, we study
temporal patterns to identify which ASes are relevant for remote
work, e.g., large companies with their own AS or ASes offering

Port utilization (relative to physical capacity)
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Figure 5: IXP-CE: ECDF of link utilization before and during
the lockdown.
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Figure 6: ISP-CE: Heatmap of traffic shift vs. residential traf-
fic shift (Feb. vs. Mar.).

cloud-based products to be used by their employees. To this end, we
use the ISP in Central Europe dataset, including its transit traffic, to
compute the received and transmitted traffic per ASN.2 In addition,
we compute the traffic that each one of them sends and receives
to/from manually selected eyeball ASes, i.e., the large broadband
providers in the region. Using this data, we define three distinct
groups of ASes: those whose traffic ratio of workday/weekend

2We are aware of limitations of this vantage point, e.g., companies may have additional
upstream providers.
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(b) Other ASes

Figure 4: ISP-CE: Normalized daily traffic growth for hypergiants vs. other ASes across time.

fluctuations during weekends mornings starting around the end of
April—they can be also observed in 2019 (not shown).

A plausible explanation for the increase of daily traffic volumes
in this vantage point are family members being forced to continue
their professional and educational activities from home. Yet, the de-
mand for entertainment content—mainly video streaming—explains
the increase in traffic volume associated with hypergiants, many
of which offer such services. The increase in traffic by the other
ASes has more facets and it requires a more thorough analysis that
incorporates traffic classification methods. Before doing that, the
next subsections investigate the impact that these ASes have on
parts of the infrastructure of some of our vantage points.

3.3 Link Utilization Shifts
We analyze to which extent the observed changes are reflected in
our link utilization dataset to assess how many networks suffer
changes in their traffic characteristics. For this, we look at changes
in relative link utilization between the base week in February and
the selected week in March. We choose IXP-CE as reference van-
tage point as it houses the greatest variety of connected ASes, thus
allowing a more complete and meaningful analysis. Our dataset
reflects link capacity upgrades as well as customers switching to
PNIs. We plot the minimum, average and maximum link utiliza-
tion for all members at IXP-CE in Figure 5. Appendix B provides
additional figures comparing link utilization in other months.

Figure 5 shows a slight shift to the left during lockdown. This
denotes a tendency towards decreased link usage across many IXP
members which could be caused by link capacity upgrades or mem-
bers switching to PNIs in response to increased traffic demand [36].
It is important to note that increased link usage of a network can
be concealed by another network upgrading its port. However, the
main takeaway is that many of the non-hypergiant ASes show
changes in their link usage due to the lockdown-induced shifts in
Internet usage. To gain a better understanding of this phenome-
non, we reconsider the non-hypergiant ASes and their role in the
Internet for further analysis.

3.4 Remote-work Relevant ASes
Having observed that the relative increase in traffic during working
hours is more pronounced for non-hypergiants ASes, we study
temporal patterns to identify which ASes are relevant for remote
work, e.g., large companies with their own AS or ASes offering
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the lockdown.
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Figure 6: ISP-CE: Heatmap of traffic shift vs. residential traf-
fic shift (Feb. vs. Mar.).

cloud-based products to be used by their employees. To this end, we
use the ISP in Central Europe dataset, including its transit traffic, to
compute the received and transmitted traffic per ASN.2 In addition,
we compute the traffic that each one of them sends and receives
to/from manually selected eyeball ASes, i.e., the large broadband
providers in the region. Using this data, we define three distinct
groups of ASes: those whose traffic ratio of workday/weekend

2We are aware of limitations of this vantage point, e.g., companies may have additional
upstream providers.
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The Lockdown Effect [18]
Transport Layer Analysis

• By analyzing the used destination ports Feldmann et al. [18] inferred service usage

• UDP/443 is QUIC and mainly used by Google and Akamai

• UDP/4500 is for IPSec NAT traversal

• GRE and ESP transport the real IPSec traffic
• Usually mainly used between companies

• TCP/8200 and TCP/25461 are used by TV streaming services
The Lockdown Effect: Implications of the COVID-19 Pandemic on Internet Traffic IMC ’20, October 27–29, 2020, Virtual Event, USA
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Figure 7: IXP-CE traffic difference by top application ports: normalized aggregated traffic volume difference per hour compar-
ing the workdays of February, March, April, and June. We omit TCP/80 and TCP/443 traffic for readability purposes.
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Figure 8: ISP-CE traffic difference by top application ports: normalized aggregated traffic volume difference per hour compar-
ing the workdays in February, March, April, and June. We omit TCP/80 and TCP/443 traffic for readability purposes.

large increase in UDP/3480 traffic at the IXP-CE, especially dur-
ing working hours on workdays. At the ISP-CE it does not show
up among the top 12 transport layer ports. Zoom, another video
conferencing solution, uses UDP/8801 for its on-premise connector
which companies can deploy to route all meeting traffic through
it [20]. At the ISP-CE this traffic increases by an order of magnitude
from February to April. Since Zoom only became popular in Europe
due to the lockdown, this drastic increase reflects the adoption of a
new application by companies deploying connectors in their local
network. These changes once again underline the fact that people
working from home do change the Internet’s traffic profile. Zoom
traffic decreases again in June, which might also be related to the
vacation period resulting in fewer online office meetings.
Email: At the ISP-CE, especially during working hours, we find a
60% increase in TCP/993, which is used by IMAP over TLS to retrieve
emails. While the overall amount of traffic is small compared to,
e.g., QUIC, it is nevertheless an additional indicator for people
conducting their usual office communication from their homes.
Unknown port: We could not map TCP/25461 to any known pro-
tocol or service. The addresses using this port mostly reside in
prefixes owned by hosting companies.

To summarize, we find significant changes in the traffic profile
for some popular transport-layer ports at both vantage points. This

highlights the impact of drastic human behavior changes on traffic
distribution during these weeks. We see an increase in work-related
as well as entertainment-related traffic, reflecting the lockdown
where people had to work and educate from home. This rationale is
supported by the significant shift in workday patterns, especially at
the ISP-CE from February to March when the lockdown began. As
more people stay at home, the traffic levels which are dominated by
residential customers increase steeply in the morning, compared to
the steady growth observed over the whole day in February.

5 APPLICATION CLASSES
Building on the analysis of the raw ports presented in the previous
section, we now provide a more in-depth analysis of traffic shifts
for different application classes. This is especially relevant for traffic
using protocols such as HTTP(S), where a single transport-layer
port number hides many different applications and use cases.

To investigate application layer traffic shifts, we apply a traffic
classification based on a combination of transport port and traffic
source/sink criteria. In total, we define more than 50 combinations
of transport port and AS criteria based on scientific-related work
[6, 60], product and service documentations [15, 28, 44, 45], and
public databases [47, 51].

7

IXP in Central Europe. Figure 7 by Feldmann et al. [18]
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The Lockdown Effect [18]
Gaming Category

• Filters for 5 ASNs and 57 known
gaming related ports

• Used number of IP addresses as
an abstraction for households

• Data shown is from an IXP in
Southern Europe

IMC ’20, October 27–29, 2020, Virtual Event, USA Feldmann et al.

We aggregate the filtered data into 8 meaningful application
classes representing applications consumed by end-users on a daily
basis (See Table 4): Web conferencing and telephony (Web conf) cov-
ers all major conferencing and telephony providers, Collaborative
working captures online collaboration applications, Email quanti-
fies email communication, Video on Demand (VoD) covers major
video streaming services, Gaming captures traffic from major gam-
ing providers (cloud and multiplayer), Social media captures traffic
of the most relevant social networks, Educational focuses on traffic
from educational networks, and Content Delivery Networks (CDN)
classifies content delivery traffic. Note that social networks, e.g.,
Facebook, also offer video telephony and content delivery services
for their own products, which may be captured by this class but
not by the more specific other classes.

Figure 9 showcases the Gaming class at the IXP-SE vantage
point. For this application class, we filter data of five gaming soft-
ware/services providers and 57 typical gaming transport ports in
various combinations (see Table 4). We then analyze the changes
in usage behavior using two metrics: (1) the number of distinct
source IP addresses, as a way to approximate the order of house-
holds, and (2) the traffic volume. Figure 9 shows clear changes
when comparing multiplayer and cloud games before and during
the lockdown. From week 10 on, i.e., when the local government
imposed a lockdown, the number of unique IPs seen in the trace as
well as the delivered volumes rose steeply with substantial gains of
the daily minimum, average, and maximum. Notably, during the
first lockdown week, the accounted volume plunges for two days
to the lowest values observed in that time frame. We verified that
this is not a measurement artifact. Instead, the drop correlates with
an outage of a large gaming provider, which may be related to the
sudden increase in users.

We perform the application classification for the different IXP
vantage points (IXP-SE, IXP-CE, IXP-US) and for the ISP-CE.4 To
clearly present the large amount of information, we transform the
data as follows.
Week-wise comparison: We focus our analysis on four weeks, a
base week well before the lockdown, to which we compare three
weeks representing the different stages of the COVID-19 measures
as they were imposed throughout Europe—see Table 1 in Section 2.
Normalization and filtering: After normalization as outlined in
Section 2, we remove the early morning hours (2–7 am). The total
volume of the vantage points hits its daily minimum during these
hours, but does not change much during the lockdown. Removing
these hours allows us to visualize more details of traffic shifts during
the day in order to compare application classes of different traffic
volumes as well as the relative growth between the base week and
the other weeks.
Difference to base week: We visualize each week as the differ-
ence of the respective week and the base week. This enables quick
visual identification of increased/decreased application class usage
compared to pre-COVID times. We remove any growth above 200%
and any decrease below 100%.

4In case of the ISP-CE we analyzed upstream as well as downstream traffic. As the
differences between the weeks manifest in both directions in a very similar fashion
we only show the downstream direction.

02
-16

02
-23

03
-01

03
-08

03
-15

03
-22

03
-29

04
-05

04
-12

04
-19

04
-26

week

0.0

1.0

2.0

3.0

4.0

5.0

no
rP

DO
ize

d 
Xn

iq
Xe

 I3
V 

IX
3 

6E

   OocDO
Oockdown

C29ID-19
 oXtEreDk

trDIIic Ser hoXr
dDiOy PiniPXP
dDiOy PDxiPXP
dDiOy DverDge

02
-16

02
-23

03
-01

03
-08

03
-15

03
-22

03
-29

04
-05

04
-12

04
-19

04
-26

week

0.0

0.5

1.0

1.5

2.0

2.5

3.0

no
rP

DO
ize

d 
vo

OX
P

e 
IX

3 
6E

   OocDO
Oockdown

C29ID-19
 oXtEreDk

CorreODteV with oXtDge
oI PDjor gDPing Srovider

trDIIic Ser hoXr
dDiOy PiniPXP
dDiOy PDxiPXP
dDiOy DverDge

Figure 9: IXP-SE: Application class Gaming before and dur-
ing lockdown. It shows a steep increase in # IPs and traffic
volume.

The condensed timelines of the different application classes are
shown in Figure 10 for all four vantage points. We highlight our
main observations next:
Communication-related applications: At all vantage points, Web
conferencing applications show a dramatic increase of more than
200% during business hours, and at the ISP-CE, IXP-SE, and the IXP-
US also on the weekends. In this category the ISP-CE experiences
the largest growth in March right after the lockdown across all
hours of the day. In June this trend is less pronounced, which corre-
sponds with people slowly going back to their offices. Collaborative
working mainly increases at the IXP-SE and the IXP-US, at the ISP-
CE we see a vast increase on Thursday and Friday morning which
persists until June—this might be due to coordination between work
partners before the weekend. While in a lockdown situation one
might expect a lot of additional Email communication, we see a dif-
ferent trend. At the IXP-CE and the IXP-SE Email actually declines
during the lockdown and in June remains on a lower level than
before the lockdown. Instead, Email rises at the ISP-CE it, but not
as high as other traffic classes as Web conferencing. One possible
explanation could be that many companies start connecting their
remote employees via Virtual Private Networks (VPNs) and users
connect to the mail systems via the VPN. We discuss VPN traffic in
Section 6. For the IXP-US the trend is less pronounced, and we see
phases of usage increase and decrease over time.
Entertainment related applications: VoD streaming application
usage shows high growth rates at the European IXPs of up to 100%.
Interestingly, ISP-CE only sees a slight growth of about 10% during
the lockdown, while in June – well after the lockdown – the traf-
fic volume drops back to the February level. Recall that the major

8

Figure 9 by Feldmann et al. [18]
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The Lockdown Effect [18]
All Categories

• All labeled categeries

• Paper also contains the graphs for the Central European IXP and Southern European IXP

The Lockdown Effect: Implications of the COVID-19 Pandemic on Internet Traffic IMC ’20, October 27–29, 2020, Virtual Event, USA
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Figure 10: Heatmaps of application class volume for three different IXP locations and the ISP-CE.

streaming companies reduced their streaming resolution in Europe
by mid-March [48] for 30 days. In the case of the ISP-CE that covers
the March as well as the April week.5 In the US, the trend is the
other way around. Notably, this may be a biased measurement, as at
the IXP-US the measurement of the VoD class is based on only three
ASes, one of which is very large. Consequently, the decrease may
reflect a traffic engineering decision of the large AS, e.g., establish-
ing a private network interconnect instead of peering. The strong
growth of gaming applications is more coherent across all three IXP
vantage points, especially during the day. While the ISP-CE shows
a significant increase during morning hours, it generally leans to-
wards declining. Note, that this effect is mainly caused by unusually
high traffic levels in this category in February. Gaming applications,
typically used in the evening or at weekends, are now used at any
5The necessary measurements to quantify the impact of the resolution change by the
VoD providers are beyond the scope of this work.

time. The trend starts to flatten in June—this may in relation with
people going on vacation or spending more time outside. Moreover,
we see an increase at the IXPs for Social media application traffic
during the March week, while the effect quickly diminishes in April.
In March the ISP experiences a 70% growth, which slows down in
April but not as drastic as at the IXPs. The effects in this class corre-
late with the gradual de-escalation of the lockdown restrictions in
Europe: as people are allowed to leave their homes freely again and
resume social live, this traffic decreases. In June, social media usage
has returned to figures slightly below the level of March across all
vantage points.
Other applications: Educational networks and applications be-
have completely different at all vantage points. At the IXP-CE, their
traffic remains relatively stable —as would be expected given stu-
dents attending classes from home—, but at the ISP-CE, instead, it
drastically increases by up to 200%. This growth could be attributed

9

Figure 10 by Feldmann et al. [18]
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Characterization of the Pandemic [19]
Analysis of the Mobile Network

Analysis by Lutu et al. [19]:

• Investigated effect on UK Mobile Network Operator (Telefonica)

• E.g.: Used the cell data to quantify mobility

• Can provide local data for cities and city districts

• Expecially analyzed mobility of inner London residents (see figure below)

Figure 7: Mobility matrix of users with residence in Inner London towards other counties in the UK. Each cell shows the
variation per day (on the x axis) in the number of resident from Inner London active in the county marked in the y axis
compared to the median value over week 9. We include in our mobility matrix the top 10 counties in terms of receiving
inbound residents from Inner London according to the average in week 9.
an additional increase of Londoners going to Hampshire for
the weekend by the end of April (also in Kent but less so),
consistent with the overall (slight) increase observed at the
end of the period in the overall mobility metrics.

Takeaway: We �nd a sustained 10% decrease in the num-
ber of Inner London residents who actually are present in
their area of residence from week 13 onward (after the lock-
down is imposed). We capture a large variation in the number
of people travelling from Inner London to outside areas such
as East Sussex on the 21st-22nd of March, just prior to the
stay-at-home order being enforced.

4 MOBILE NETWORK PERFORMANCE
In this section, we analyze mobile network performance indi-
cators to investigate how changes in people’s mobility induce
shifts in the usual tra�c patterns we observe in the radio
network, and further impact the mobile network operations.

4.1 Data Tra�c Evolution
We investigate the dynamics of the network performance
metrics we de�ned in Section 2.4 across the UK, aggregating
all bearers per cell, including voice and data tra�c (i.e., we
aggregate all bearers for QCI 1 to 8). Our analysis spans a
period of 10 weeks, from 23rd of February until the 10th of
May. Unless otherwise stated, for all metrics we present the
delta variation percentage of each metric from its median
value over week 9.

Figure 8: Downlink Data Volume captures the variation of
the downlink data volume during the weeks we mark on the
x-axis. Throughout the UK, we note an increase of 8% in the
average data volume per cell in week 10. This is followed by
a steady decrease, with the lowest registered volume in week
17 (-24% compared to week 9). Our observation is consistent
with people’s mobility decrease after the stay-at-home order
(Section 3). We conjecture that after lockdown people relied
less on the cellular network for data connectivity (e.g., using
home WiFi connectivity instead), thus contributing to the
surge of tra�c reported by residential ISPs.3

3See https://www.cnbc.com/2020/03/27/coronavirus-can-the-internet-
handle-unprecedented-surge-in-tra�c.html for instance.

Figure 8: MNO performance characterization, using met-
rics for all data tra�c. Each plot corresponds to a metric, as
we indicate in the title of the plot. We show the median val-
ues for the delta variation percentage for each metric over
one week week (each point on the x-axis corresponds to a
week #), using as a baseline for comparison the median value
in week 9. Each line corresponds to di�erent geo-regions
within the UK, including "UK - all regions", which accounts
for the entire country.

Indeed, we observe in Figure 8: Uplink Data Volume a sig-
ni�cant reduction of active downlink users per hour per cell
compared to week 9 throughout the entire UK (all regions),
with a minimum number of active users in week 19 (-28.6%
users compared to week 9). Note that, despite we observe a
slight recovery of mobility in week 14 (cf. Section 3), this is
not su�cient to have an impact on the downlink data vol-
ume, the number of active users, or the radio load per cell,
which do not increase.

We �nd a small reduction in the downlink user through-
put in the 10 weeks we analyze (Figure 8: User Downlink
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Figure 7 by Lutu et al. [19]
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Last-mile Congestion [20]
Inferring Congestion from Traceroutes

Approach by Fontugne et al. [20] to analyze last-mile
congestion

• Uses data from RIPE Atlas

• Subtracted latency of last non public routed ad-
dress from latency of first public routed address

• Apply medians on 30 minute buckets to reduce
noise

• Compute queuing delay by observing deviation
from minimum median RTT value

Persistent Last-mile Congestion: Not so Uncommon IMC ’20, October 27–29, 2020, Virtual Event, USA
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Figure 1: One week of aggregated last-mile queuing
delay for large German (top) and American (bot-
tom) ISP in 2018-2020. Numbers in parentheses are
the number of Atlas probes for each measurement
period.

multiple probes can cause the aggregated delay increase.
Indeed, by computing probes’ median RTT in 30-minute
time-bins, we filter out bins that are congested for less than
15 minutes. Combining probe signals with the median also
implies that the majority of the probes should experience
delay increase to be visible at the AS level.

2.3 Detecting persistent congestion

As illustrated above, and more broadly in our survey (§3),
persistent congestion is visible on a daily basis. We leverage
this observation to systematically identify persistent last-mile
congestion in our large collection of traceroutes.

We employ basic signal processing techniques to decom-
pose aggregated delay signals in frequency components and
extract the daily patterns. Namely, we convert the aggre-
gated delay signals to the frequency domain using the Welch
method. This method splits the delay signals in overlapping
segments and computes the periodogram (i.e. power mea-
surements vs. frequency bins) of each segment using Fourier
transform. Then all periodograms are averaged to obtain a
final periodogram that is less a↵ected by noise in the original
signals.

The Welch method enables us to identify the prominent
frequency component of signals by finding the frequency bin
with the highest power in the periodogram. Then we check if
the frequency bin corresponds to daily fluctuations, and we
derive from the corresponding power in the periodogram the
average peak-to-peak amplitude of these fluctuations. These
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Figure 2: Periodograms computed with Welch
method and aggregated queuing delays of Fig.1. The
y-axis is normalized to read directly average peak-to-
peak amplitude. See legend in Fig.1.

two markers (frequency and amplitude) allow us to classify
aggregated delay signals into four categories:

• Severe: prominent daily pattern and amplitude over 3ms.
• Mild: prominent daily pattern and amplitude over 1ms.
• Low: prominent daily pattern and amplitude over 0.5ms.
• None: no prominent daily pattern or daily pattern

amplitude below 0.5ms.

The 0.5ms threshold value is set to focus mainly on the
most congested networks. The 1ms and 3ms threshold values
are set such that the size of classes Severe, Mild, Low, are
well balanced in our experiments (see Fig.4).

Going back to our example with ISP DE and ISP US,
Figure 2 depicts the periodograms derived from the signals
shown in Figure 1. Here the periodograms are displayed
such that the y-axis represent the peak-to-peak amplitude.
For ISP DE (left plot) the spectrum is mostly flat, meaning
that the signal is mainly composed of noise. However, the
daily frequency bin (x=1/24) is clearly dominant for ISP US
(right plot). The average daily amplitude is usually estimated
around 0.4ms except on April 2020 where it goes up to 1.19ms.
Thus we classify ISP US as mildly congested on April 2020
and as not congested during the other measurement periods.

3 PERSISTENT LAST-MILE
CONGESTION IN ATLAS

Now we extend our last-mile congestion analysis to all ASes
hosting at least three Atlas probes. Here we include v1 and v2
probes for a better coverage and obtain classification results
for a total of 646 ASes in 2018-2019.
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Figure 1 by Fontugne et al. [20]
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Last-mile Congestion [20]
Inferring Congestion from Traceroutes

• Uses frequency analysis to find last-mile congestions

• Finds persistent last mile congestion for the US ISP

• Number of congested ASes increseas from 10% to 55% during in April 2020

Persistent Last-mile Congestion: Not so Uncommon IMC ’20, October 27–29, 2020, Virtual Event, USA
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Figure 1: One week of aggregated last-mile queuing
delay for large German (top) and American (bot-
tom) ISP in 2018-2020. Numbers in parentheses are
the number of Atlas probes for each measurement
period.

multiple probes can cause the aggregated delay increase.
Indeed, by computing probes’ median RTT in 30-minute
time-bins, we filter out bins that are congested for less than
15 minutes. Combining probe signals with the median also
implies that the majority of the probes should experience
delay increase to be visible at the AS level.

2.3 Detecting persistent congestion

As illustrated above, and more broadly in our survey (§3),
persistent congestion is visible on a daily basis. We leverage
this observation to systematically identify persistent last-mile
congestion in our large collection of traceroutes.

We employ basic signal processing techniques to decom-
pose aggregated delay signals in frequency components and
extract the daily patterns. Namely, we convert the aggre-
gated delay signals to the frequency domain using the Welch
method. This method splits the delay signals in overlapping
segments and computes the periodogram (i.e. power mea-
surements vs. frequency bins) of each segment using Fourier
transform. Then all periodograms are averaged to obtain a
final periodogram that is less a↵ected by noise in the original
signals.

The Welch method enables us to identify the prominent
frequency component of signals by finding the frequency bin
with the highest power in the periodogram. Then we check if
the frequency bin corresponds to daily fluctuations, and we
derive from the corresponding power in the periodogram the
average peak-to-peak amplitude of these fluctuations. These
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Figure 2: Periodograms computed with Welch
method and aggregated queuing delays of Fig.1. The
y-axis is normalized to read directly average peak-to-
peak amplitude. See legend in Fig.1.

two markers (frequency and amplitude) allow us to classify
aggregated delay signals into four categories:

• Severe: prominent daily pattern and amplitude over 3ms.
• Mild: prominent daily pattern and amplitude over 1ms.
• Low: prominent daily pattern and amplitude over 0.5ms.
• None: no prominent daily pattern or daily pattern

amplitude below 0.5ms.

The 0.5ms threshold value is set to focus mainly on the
most congested networks. The 1ms and 3ms threshold values
are set such that the size of classes Severe, Mild, Low, are
well balanced in our experiments (see Fig.4).

Going back to our example with ISP DE and ISP US,
Figure 2 depicts the periodograms derived from the signals
shown in Figure 1. Here the periodograms are displayed
such that the y-axis represent the peak-to-peak amplitude.
For ISP DE (left plot) the spectrum is mostly flat, meaning
that the signal is mainly composed of noise. However, the
daily frequency bin (x=1/24) is clearly dominant for ISP US
(right plot). The average daily amplitude is usually estimated
around 0.4ms except on April 2020 where it goes up to 1.19ms.
Thus we classify ISP US as mildly congested on April 2020
and as not congested during the other measurement periods.

3 PERSISTENT LAST-MILE
CONGESTION IN ATLAS

Now we extend our last-mile congestion analysis to all ASes
hosting at least three Atlas probes. Here we include v1 and v2
probes for a better coverage and obtain classification results
for a total of 646 ASes in 2018-2019.
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Figure 2 by Fontugne et al. [20]
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A Perspective from FBs edge [21]
Main Contributions

Approach by Böttger et al. [21]

• Used data collected at Facebooks edge to infer changes

How the Internet reacted to Covid-19 – A perspective from
Facebook’s Edge Network

Timm Böttger, Ghida Ibrahim and Ben Vallis
Facebook

ABSTRACT
The Covid-19 pandemic has led to unprecedented changes in the
way people interact with each other, which as a consequence has
increased pressure on the Internet. In this paper we provide a per-
spective of the scale of Internet tra�c growth and how well the
Internet coped with the increased demand as seen from Facebook’s
edge network.

We use this infrastructure serving multiple large social networks
and their related family of apps as vantage points to analyze how
tra�c and product properties changed over the course of the be-
ginning of the Covid-19 pandemic. We show that there have been
changes in tra�c demand, user behavior and user experience. We
also show that di�erent regions of the world saw di�erent magni-
tudes of impact with predominantly less developed regions exhibit-
ing larger performance degradations.

CCS CONCEPTS
• Networks!Network measurement; • Information systems
! Social networks.

ACM Reference Format:
Timm Böttger, Ghida Ibrahim and Ben Vallis. 2020. How the Internet reacted
to Covid-19 – A perspective from Facebook’s Edge Network. In ACM Internet
Measurement Conference (IMC ’20), October 27–29, 2020, Virtual Event, USA.
ACM, New York, NY, USA, 8 pages. https://doi.org/10.1145/3419394.3423621

1 INTRODUCTION
The Covid-19 pandemic is a global crisis without precedent in recent
history. The only other event which comes close is the 1918 Spanish
�u pandemic. Many countries world-wide have imposed lock-down
measures of varying degrees, leading to closures of o�ces, schools,
restaurants, factories and other venues.

This sudden and unpredictable change in people’s behavior also
changed the way Internet products are consumed and used. In this
paper we study how changes in user behavior a�ected demand for
Internet egress tra�c. We also discuss implications of these changes
on the network and on user perceived Quality of Experience (QoE).

The main contributions of this paper are the following:
• We show that the pandemic caused a sharp uptake in tra�c,

but that this uptake was limited to a short period of time only.
This uptake was followed by a phase of increased but stable

IMC�’20,�October�27–29,�2020,�Virtual�Event,�USA�
©�2020�Copyright�held�by�the�owner/author(s).�
ACM�ISBN�978-1-4503-8138-3/20/10.
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Figure 1: Relative change of global edge tra�c. Vertical lines
mark the implementation dates of lockdown measures in
the largest country per region (c.f. Table 2).

request volume. The initial tra�c surge exhibited regional
di�erences both in terms of timing and growth.

• We show a signi�cant change in user behavior translating
into new tra�c trends across products and access types. We
observe a surge in popularity of livestream services, although
the contribution of this growth to overall tra�c is small. We
likewise observe a surge in popularity of messaging with
variable tra�c implications across regions. On the other
hand despite relatively lower growth of more traditional
social media services like video, the high initial volume of
those services led to a signi�cant increase of global tra�c.

• We show that the Internet did not cope with this increase in
tra�c in the same way globally. While North America and
Europe did not show any signs of stress in their networks,
India, parts of Sub-Saharan Africa and South America did
witness signs of network stress coinciding with the tra�c
surges in the second half of March. Nevertheless, measures
taken by operators (like tra�c rate limiting or video bitrate
capping) and the eventual stabilization of network tra�c did
allow networks to recover to their pre-Covid-19 performance
levels relatively quickly.

2 VANTAGE POINT
For this paper we use Facebook’s global edge network as a vantage
point. That is, we only consider user-facing tra�c and disregard any
internal tra�c like intra- or inter-datacenter tra�c. Hence we will
refer to this tra�c as edge tra�c. This network serves Facebook’s
over 2.5 billion monthly active users distributed around the world.
This network comprises a series of PoPs and o�-net cache servers
with interconnections spread across six continents. This network
maintains interconnections with all major ISPs in all regions and at
peak serves tra�c in excess of 100Tbps. We observe tens of trillions
of tra�c �ows every day. Although this size and footprint allow
us to see a signi�cant fraction of the Internet, we acknowledge
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Total traffic growth. Figure 1 by Böttger et al. [21]
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Figure 10: Growth of indirect tra�c for selected countries.

of routing and over�ow policies and their technical implementation
see the papers by Schlinker et al. [28, 29].

In Figure 9, we showcase the growth of indirect tra�c globally,
computed as the ratio between the daily observed peak of indirect
tra�c post March 01, 2020 and peak indirect tra�c on March 01,
2020. At a global level, we see between 5% and about 25% growth in
indirect tra�c �owing through transit and public peering during
the second half of March, coinciding with the global surge in tra�c.
While not shown in this �gure, we equally see that the indirect
tra�c contributes more to global egress in the second half of March,
although this additional contribution is less than 1% globally. This
indicates that, due to congestion, tra�c started to over�ow from
direct links towards public peering and transit routes. The growth
in indirect tra�c eventually stabilizes in April.

When looking at per country �gures in Figure 10, we observe
variable growth rates of indirect tra�c. For instance, countries
that experienced degradation in QoE for video – like India and
South Africa – show higher growth rates for tra�c over transit and
public peering compared to the growth of similar tra�c in the USA
and other countries where video QoE remained stable. We observe
similar tendencies when we look at di�erent South American or
European countries.

This comparison reveals that globally the Internet was able to
cope with the increased demand. While we see more tra�c over-
�owing to indirect links, the additional contribution of indirect
tra�c to overall tra�c did not exceed 1%. For those individual coun-
tries where we saw a non-negligible impact on user experience, we
also see a higher growth in indirect tra�c. India is a clear case with
indirect tra�c almost doubling early April with respect to begin-
ning of March. However, even for India, the extra contribution of
indirect tra�c to overall tra�c remained less than 1%. Tra�c over-
�ow to indirect paths hints at congestion on the preferred direct
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tra�c links which, along with a possible access network congestion,
is likely to be one of the factors contributing to the reduced user
experience we observed.

Round Trip Times: Path congestion typically goes hand in
hand with increased round trip times. Figure 11 shows observed
round-trip times of client connections measured from our servers.

Similar to the other metrics we observe, we see an increase in
average global round trip time in the second half of March. From
April onwards RTT values start to decrease again. At the end of
the observation period, the average global round trip time is only
slightly elevated at 1.1x the value of the beginning of March.

On a country level we see di�erences between those countries
that showed regression in video quality versus those that showed
less pronounced regressions. Server-side round trip times are rea-
sonably stable for the USA and Spain, which is in line with their
stable video performance. Italy shows slightly more pronounced
variation of RTTs, which again is in line with the relatively small
degradations in video performance we observed. The last two coun-
tries in this �gure, South Africa and India, show signi�cant increases
in RTT. And again, these are two countries in which we also ob-
served signi�cant degradations in user-perceived video quality. This
reinforces our �nding that the degradations in video performance
we observed in some countries can be attributed to limited capacity
and thus congestion in the country’s networks.

Discussion: For all the countries in our observation set we see
that degraded video experience always coincides with an increase
in network metrics like RTT and the amount of tra�c over�owing
to indirect links. While RTT and video QoE degradation could
be attributed to tra�c rerouting to secondary CDN locations via
indirect links, we do believe that these metrics are strong pointers
towards network congestion, both from the CDN side and on the
last-mile network for the following reasons. First, tra�c rerouting
to indirect and distant CDN locations is usually triggered by a
congestion of direct tra�c links. Second, the amount of degradation
in video QoE and in RTT cannot be explained by the relatively
small additional contribution of indirect tra�c to overall tra�c.
Therefore, the hypothesis of a last-mile congestion causing video
QoE degradation and longer RTTs, followed by a congestion on
the CDN direct peering links triggering tra�c over�ow to indirect
links, is the most plausible for the most impacted countries.
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